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Abstract. There have been some studies about spoken natural language dialog,
and most of them have successfully been developed within the specified do-
mains. However, current human-computer interfaces only get the data to proc-
ess their programs. Aiming at developing an affective dialog system, we have
been exploring how to incorporate emotional aspects of dialog into existing dia-
log processing techniques. As a preliminary step toward this goal, we work on
making a Chinese emotion classification model which is used to recognize the
main affective attribute from a sentence or a text. Finally we have done ex-
periments to evaluate our model.

1 Introduction

The latest scientific findings have indicated that emotions lead an important role in
human intelligence, such as decision-making, inter-communication and more. Re-
searchers like Picard have recognized the potential and importance of affect to hu-

man-computer interaction, dubbing work in this field as "affective computing"

[1].Recent research has placed more emphasis on the recognition of nonverbal infor-
mation, and has especially focused on emotion reaction. Many kinds of physiological
characteristics are used to extract emotions, such as voice, facial expressions, hand

gestures, body movements, heartbeat and blood pressure. In order for intelligent user

interfaces to make use of user affect, the user's affective state must invariably first be

recognized or sensed. Especially, affective information is pervasive in electronic
documents, such as digital news reports, economic reports, e-mail, etc. With the help

of natural language processing techniques, emotions can be extracted from textual
input by analyzing punctuation, emotional keywords, syntactic structure, and seman-
tic information. [2] It follows that the development of robust textual affect sensing
technologies can have a substantial impact in trans-forming today's socially unkind
text-based user interfaces into socially intelligent one.

In this paper, we use verbal information to make a model to acquire emotional in-
formation from text with the constructed thesaurus and to recognize the textual sens-

ing of Chinese in a semi-automatic way. We classify the emotion of vocabulary into
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12 basic emotion categories, then we give an affect sensing model and give a detailed

introduction of all the parts in this model.

This paper will continue as follows, in section 2 we show how emotion words are

classified, in section 3 there is an emotion classification model made and we experi-

mented on our system, and gave an evaluation in section 4 and finally we go to the

part of conclusion. We believe this research not only can be valuable for Chinese

deeper understanding but also can do some help to our Chinese teaching for foreign-
ers.

1.2 Chinese Natural Language Processing

NLP is a subfield of artificial intelligence and linguistics. It studies the problems

inherent in the processing and manipulation of natural language, and, natural lan-

guage understanding devoted to making computers "understand" statements written in

human languages. The major tasks of NLP are text to speech, speech recognition

natural language generation, machine translation, question answering, information
retrieval, information extraction, text-proofing, automatic summarization etc.. In the

last few years some researchers begin to pay attention to the emotion recognition in

NLP. In American and Japan some researchers have begun to do some work about

affect and they have gotten great achievements in natural language such as the fa-
mous MIT Media laboratory they work on with English, Tottori University some

people work on with Japanese. There is also some progress in Chinese.

Computer application on Chinese NLP is still on the starting stage. The main diffi-

culty is the lack of a comprehensive electronic Chinese thesaurus as a tool to help for

analysis. The fundamental element of constructing a system which has the ability to
sense the emotional information is the vocabulary that make up a sentence. We con-
sulted many dictionaries for the information of affect such as xiandaihanyu diction-

ary, hanyuxingrongci dictionary, etc. In these dictionary resources we find the em-

bodied knowledge is almost the same including phonetic, part of speech, semantic,
examples and sentential component etc.

2 Emotion Word Classifying

Research on emotion is dogged by ad hoc selections of emotions to work with. There

is no agreed benchmark, in the form of a range of emotion terms that a competent

system should be able to apply. Without that, it is impossible to assess the perform-
ance of emotion detection systems in a meaningful way. In the past emotion has been

divided into two categories by some people: pleasure / displeasure. But the classified
pleasure/displeasure is too ambiguous to consider the user's emotion.

In psychology and common use, emotion is an aspect of a person's mental state of
being, normally based in or tied to the person's internal (physical) and external (so-

cial) sensory feeling. Love, hate, courage, fear, joy, sadness, pleasure and disgust can

all be described in both psychological and physiological terms.
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1. 去年国民收入有了增长, (National income has increased last year.) output-
>equable correct answer-->happy

There is a possibility that the judgment is not accurate when the particle is modi-
fied by the adverb and put in the last.
From this experiment we can find that the system can not interpret from the char-

acter when vague information came out, so there are often sentence that was not able
to be understood. The ability of man "Common sense" is necessary.

4.2. Emotion Classification from Text.

Various kinds of information were selected from the internet

(http://www.people.com.cn/、 http://www.sina.com.cn/) for our experiment. In this

experiment we will test the accuracy of emotion classification when the resource are

the texts including more sentences than one. In those 250 texts we find three kinds of

information stand out from the others.

Table 3. Accuracy of our model on text

Sentences

Randomly selected

Kind of text Number

News 100

Business 80

Story 70

Emotional expression is contained. News 78

Business 45

Story 57

Number of correct answers News 69

Business 37

Story 31

Number of incorrect answers News 9

Business 8

Story 26

Accuracy News 88.5%

Business 82.2%

Story 54.4%

The result of this experiment is also divided into three on the type ofthe text. From
the experiment the highest accuracy is from the news type of the text that can reach to

88.5%. In the successful results, the received accuracy when emotional words in the

text which have the same emotion attribute is higher than that emotion caused phe-

nomenon was included in the text. The most difficulty in emotion analyzing text is

when there are several kinds of emotion in judging which ones play the strong role
but in news and business such trouble like above is few and the alteration of emotion

is also few, so the result is not confused by them. It is why the accuracies of them are

higher.
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5 Conclusion

In this paper we have firstly talked about our emotion thesaurus and how we con-

structed it, then we using the already constructed thesaurus as our emotion database

constructed the emotion classification model which was used to conjecture the emo-

tion one or more in the sentence or text and whether is positive or negative the text or

sentence is used to express. At last we have done two experiments and from the re-

sults we work on evaluation.

So far we have outlined is in order to prove the model we have tried constructing
is feasible and useful although now is on the preliminary stage. This research can be

used in special domain such as E-mail quick look user can chose which mail he needs

to read firstly. We also think it could be used for the language applications someday
in the future.
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